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Abstract—Software De ned Networking (SDN) and Network SDN and NFV are in the research agenda of all the major
Function Virtualization (NFV) are making their way into the  projects and initiative in the broad Future Internet domain
research agenda of all the major players in the networking Examples are GENI in USA, AKARI in Japan, FEDERICA,

domain. Parallely, testbeds and experimental facilities @ widely . g
regarded as the fundamental step—stone to future “clean sta” NOVI and OFELIA in Europe. Several open facilities such

networking. However, designing and building experimentaffacil-  as Norbit (NICTA), w-iLab.t (iMinds), NITOS (UTH), Net-
ities can hardly be considered a trivial step for either resarchers mode (NTUA), SmartSantander (UC), and FuSeCo (FOKUS)
a][l?hPraﬁtiltlionefs-fscaéet,) exitbilittg, gr&d ease OlerJ]SE are J'ﬂt;ome already focus on wireless technologies. Some of thesecigstb

of the challenges faced by a testbed designer. These consat®ns ; ;

are at the bgase of eff>c/>rts such as gENI in USA, AKARI (Nprblt, NITOS’. I\_letmod_e) focu; on rese_arch and expe_rlmen-
in Japan, FEDERICA, NOVI and OFELIA in Europe which tation on the WlFl domain allowing exp_er!menters to gam ful
provide federated and open facilities for the Future Internet access of a variable number of open WiFi Access Points (APs)
research agenda. Albeit the importance of such facilitiessi where custom software can be installed. Other facilitiashs
unquestioned, today there is still a dearth of testbed expling  as w-iLab.t and SmartSantander, aim at providing suppert fo
SDN and NFV concepts in the wireless networking domain. In- o e rimentation in the loT domain. Finally, FuSeCo detiver

this paper we presentEmPOWERan experimental testbed which e .
aims at lling this gap by offering an open platform on top of & research facility, integrating OpenlMS and a 3GPP Evolved

which novel concepts can be tested at scale. THEMPOWER Packet Core prototype platform. However, albeit the releea
testbed is composed by80 nodes and is currently used by both of such facilities is beyond doubt, at the moment there is a

undergraduate and graduate students at the University of Tento  dearth of fully virtualized experimental facilities exjtiog
and by the research staff at CREATE-NET. NFV concepts in the Wireless Networking domain in general
Index Terms—Software De ned Networking, Network Func- and for WiFi-based networks in particular. Moreover, the
tion Virtualization, WiFi, Testbeds, Open—source ) P ) T
current OpenFlow ecosystem in term of controller, slicitegp
forms, and software/hardware switches, provides littiepsut
for the WiFi domain.

SDN and N.FV are tWO. of the most promising con_cepts that In this paper we presefmPOWERa novel open experi-
are set to bring innovation in the ossied networking land-

mental testbed which aims at lling the gap in the experinaént
- L : facilities offering for SDN&NFV research and experimenta-
by providing full visibility of the network from a logically . . .
centralized controller, it is possible to simplify netwaockn- tion. TheEmPOWERestbed is composed 80 nodes and is

' P P u&rently used by both undergraduate and graduate students

E;Ocir;rl%omuﬁz?igr:;totgzssb [1t]c; dl:e‘\; ecrg:ilrzﬁzst?sesfg cal %e University of Trento and by the research staff at CREATE-
P y Y Y NET. Experiments can take full control of a slice of the

primitive hindering the development of modular and exible . : :
network applications: As a matter of fact, if with OpenFlow 6r11etwork which is kept isolated (at a logical level) from the

. . . other slices. Traf c can come from either users that decale t
practical and concrete forwarding abstraction has beend‘,ou0 t-in & certain experiment or by mirrorind the traf ¢ of zoBr
considerable efforts are still required toward the deaniti P P y g P

. . ction. Moreover, the experimenter can monitor in reaieti
of new programming models. In this regard, several SD . . . .

. . . .~ and with the desired resolution the actual energy consampti
proponents argue in favor of high level declarative langsdg

order to specify the desired behavior of the network leawing at either dgvice or S"Fe level using the Energinq open energ
the underlying Network Operating System, or NOS, its actu%?nsumpnon monitoring and management toolkit [7], [8].
implementation. Such vision is summarized by the seminalThe remainder of this paper is structured as follows. The ba-
speech by Scott Shenker: “The Future of Networking, argic requirements that droEemMPOWER design are discussed
the Past of Protocols”. High—level languages [2], such as: Sec. Il. Section Il presents tHemPOWERarchitecture. A
Frenetic [3], Pyretic [4], Procera [1], The Flow Managemergarticular use case focusing on energy ef ciency is presgnt
Language [5], and Nettle [6], aim exactly at providing suchn Sec.lV. Finally, we draw the conclusions highlighting
level of abstraction. limitations and future work in Sec. V.

I. INTRODUCTION



Il. REQUIREMENTS e

Slice 2
Implementing an effective SDN platform supporting ad- SlliceT. (e.g.: Multicast)

vanced virtualization concepts and running on top of comimod ﬁ;%;gl?:!% Interpreter
ity WiFi devices raises several challenges. In this sectien \ (e.g. Pyretic)
survey three of such challenges dealing with the conceptual g -
slicing and programming model to be supported, with the %@I’ [ REST Interface ]\I
collection of the actual state of the network, and nally kit gCZ’ 1 ( ~
actual sharing of the facility resources among experintente O € EmPOWER ggi?rzlﬁg I

2%\ Master (Floodlight) ) |
A. Slicing and programming model Z2a\\ oo V)

Z AEm WEE S S S S S S . - - —

The platform shall support high—level programming primi-
tives with regard to the control of the network. Such priwti @
shall be powerful enough to relieve the experimenter from

the implementation details speci ¢ to the WiFi standard, i. ‘g ( 1
association/deassociation mechanisms, control frameaexge 2| | EmPOWER Og\iﬂgﬁw |
and status management. The feature is degmed of capital im- = g | Agent (OpenVSwitch) | |
portance if the policies devised by the experimenters abeto <\ )]

ported to other wireless environments such as LTE-A. More-

over, the platform shall not impose additional requireraamt [
the WiFi clients. This means that, unless the experimester i

planning to deploy custom WiFi clients, the platform shait n Fig. 1: TheEmPOWERsystem architecture.
mandate for either software and/or hardware modi cation to

the WiFi clients. Finally, the slicing mechanism shall poét , ,
experimenter in control of a portion of the network (AP anifl @ fransparent way to the user. Suitable traf ¢ generatiod
switches). An opt—in mechanism shall be available for usergllection tools shall also be available.

that want to use a certain slice for their traf c. I1l. THE EmMPOWERLATFORM

Chassis Manager (Energino) ]

B. Querying the status of the network A. System Architecture

The platform shall provide the experimenter with a rich The system architecture, sketched in Fig. 1, consists of a
set of primitive to query the status of the network. Sucsingle Master and multiple Agents running on each AP. The
primitives shall be as much general as possible in order Master, implemented on top of an OpenFlow controller, has
support a broad spectrum of use cases. OpenFlow switcieglobal view of the network in terms of clients, ows, and
already allow collecting statistics related to ports anavso infrastructure. The Agents allow multiple clients to beates
in the network in terms of number and size of the packet@s a set of logically isolated clients connected to diffepants
A wireless deployment shall support statistics relatedhie tof a switch. Network application run on top of the controller
wireless medium including, for example, RSSI, frame lognd can exploit either the embedded Floodlight REST interfa
ratio, per-MCS (Modulation Coding Scheme) statistics, eter an intermediate interpreter, e.g. Pyretic [4]. Each oetw
Given the momentum generated by current research acgivit@pplication effectively runs in an isolated slice conirgl all
on energy ef cient networking, the platform shall provideet Or just a subset of the available APs.
experimenter with real-time energy consumption infororati  The EMPOWERtestbed is built around open and freely
with high temporal precision and small granularity. Suchvailable toolkits: OpenVSwitch and the Click Modular Rexut
information shall be provided both at the device and at tHer the datapath; Floodlight as the controller and Arduiso a
sliver level, i.e. the platform shall report both the energiie power manager. Network applications, i.e. slices ctreei

consumption of an AP as well as the energy consumption ®fploit the Floodlight REST interface or can be built on tdp o
a speci ¢ slice. other SDN frameworks. The Pyretic interpreter is also being

integrated in the framework in order to allow experimenters
to take advantage of this composable programming language.
The instantiation of a virtual networks on top of the plathor The EmPOWER framework builds on a light vir-
should be performed through either a web—based conttodl AP (LVAP) abstraction [9] which decouples associ-
framework or an equivalent command line interface whichtion/authentication from the physical connection betwee
should allow an easy reservation of network resourceserititlients and AP. With LVAPs every client that tries to assteia
nodes or links. Ideally, a user should be allowed to selet the WLAN receives a unique BSSID, i.e. every client
the APs and the switches he/she intends to use during thegiven the illusion of having a dedicated AP. Similarly,
experiment and then the system should instantiate the netweach physical AP hosts an LVAP for each connected client.

C. Federation Architecture



Therefore, migrating an LVAP between two physical APs,
effectively results in client handover without requiringya
re-association and re-authentication. The agent runnitignv
each APs is implemented using the Click Modular Router [10].

Finally, Energiné is an Arduino add—on, which allows mea-
suring the energy consumption of a device. The measurement
circuit is composed of a voltage sensor (based on a voltage
divider), and a current sensor (based on the Hall effect® Th
powering off is done using a mechanical relay. The maximum
sampling rate for measurements is about 10.000 samples/s.
\Voltage and current measurements are periodically seteto t
Energy Manager for statistical purposes. Fluctuationshim t
values read from the analog inputs are Itered out by con-
tinuously polling the voltage and the current sensors betwe
update periods and by dispatching the average values. For ex
ample, if the sampling period is set 1g, both the voltage and
the current readings will be the average of5000 samples.
Finally, Energino acts also as chassis manager allowing the
testbed administrator to power on/off any node in the ndtwor
using an HTTP RESTful interface.

While, Energino allows the experimenter to measure the
overall power consumption of the AP, it does not provide any

Fig. 2: TheEmPOWERhetwork architecture..

info about the actual impact in terms of energy Consumpti%" provide experimenters with empirical evidence abdw t
of a slice on the testbed. In order to address this challen ergy consumption performances of their solutions

we extended to acts as virtual power meter allowing the
experimenter to gain insight into the energy efciency oB. Network Architecture

his/her network application. In order to do so, a set of POWer o EmMPOWERestbed architecture is sketched in Fig. 2.

consumption models alregdy developed by the proposers [.léLCh programmable Access Point is equipped with two Eth-
[7] have been embedded into the control framework aIIOW”'](grnet ports. One of them is connected to the control and man-

it to isolate the actual contribution of each slice to th
overall consumption of each AP. Energy consumption mod
take as input measurable network statistics, such as pa%
transmitted/received over a certain interface, CPU useige,
Such statistics are fed to a centralized entity which is iargh
of estimating the energy consumption on a per-slice basis
Results are then made available to the experimenter over téh
controller north—bound interface.

The system exploits a “logically centralized” architeetur
in order to provide experimenters and network applications
developers with a set of powerful programming abstractions
to control the behavior of the network. Applications can,
for example, register events associated with the actual net
work conditions and receive updates when such conditions
change, e.g. a client moving away from an AP and closer
to another. Such primitives can be used to devise and im-
plement novel resource allocation and/or mobility manage-
ment schemes without having to deal with all the WiFi—
dependent implementation details, such as directly hagdli
the IEEE 802.11 state machine or devising workarounds to
the limitations of the IEEE 802.11 standard that do not allow
the infrastructure to control clients' handovers. Moregve
the availability of a real-time energy monitoring platform

e

10nline resources available at: http://www.energino-grbprg/

9ement network. This allows experimenters collect negtwor
gttistics and to perform administrative tasks withou¢etihg
€ actual user traf c that ows trough the second Ethernet
interfaces. VLANs are used at the switch in order to keep
control and data traf c separated. TiEENPOWERestbed is

Urrently equipped with the following devices:

30 programmable APs based on PCEngines ALIX 2D2
(500MHz x86 CPU, 256MB of RAM) platform and
equipped with two Mikrotik R52Hn IEEE 802.11 in-
terfaces (a/b/g/n). The AP exploits OpenWRT 12.09 as
operating system. Each AP runs and instance of Open-
VSwitch version 1.9 together with an instance of the
Click Modular Router.

30 Energino power meters. Each Energino is monitoring
the power consumption of the AP it is attached to
with a sampling period as low as 100 usec and with a
resolution of 10mW. Statistics are exported in a format
compatible with 10T platforms such as Xively. A REST
interface for integration with additional monitoring and
management systems is available. Energino acts also as
“chassis manager” allowing the testbed manager to power
on/off APs remotely.

2 Pronto 3295 switches supporting the OpenFlow version
1.0 protocol with 48 Fast Ethernet interfaces.



Each node is equipped with two Ethernet ports. One of them
is connected to the control network allowing the controtter
collect statistics without affecting the experiment. Tieeand
interface is connected to the OpenFlow switch and is used
for running the actual experiment's traf c. Finally, aneth
network collects the energy consumption statistics geedra
by the Energino devices. It is worth noticing that, unlikbet Fig. 3: TheEmPOWERsystem architecture particularized for
WiFi testbedsEmPOWERIoes not allow the experimenter to®N€rgy programmable WiFi networks use case.
upload a custom OS on each AP but rather provides a set of
APIs trough which the experimenter can control the behavior )
of the AP from a centralized controller. experimenter with set of APIs to both query the actual state
The server runs the latest available software for Floocﬂligﬁlc th(? network and to.lmplements handover policies.
and FlowVisor. It is worth stressing that in tiEmMPOWER  This use case, which has already been demonstrated by
architecture new services and algorithms are deployed fif authors in [8], aims at demonstrating tfPOWER
the form of Network Applications on top of the Floodlighttan €xploited to implement real-time energy consumption
controller and exploiting its native REST interface. Adafial Monitoring and management solutions aiming at reducing

interpreters, such as Pyrethic, are being ported to théopat the actual energy consfump.tic.m of WiFi infrastructures. The
Each application is logically isolated from the others an@'@ument here is that, in WiFi networks,the extent of energy

has complete control over its slice, however physical levefvings is limited by the actual client distribution (i.even if

parameters such as the operating frequency for the hot&pot%smgle client d_evi_ce_ is _attached to an AP, then the AP needs
not. Nevertheless the application can control parameteris s [0 Stay on). This limitation can be traced back to the IEEE

as Modulation and Coding Scheme and Transmission Poviii2-11 s.tandard that places all the (re)association iioitia
on a perframe basis (if required by the experiment). to the clients. However, th&EmPOWERtestbed allows the

controller to dynamically handover WiFi clients betweensAP
IV. ENERGY PROGRAMMABLE WIFI NETWORKS and to selectively shutdown the part of the network that is no

In this section we shall describe in details a particular u§¢emed necessary.
case that make full use of the features made available frem th Figure 3 sketches this use case implementation as two
EmPOWERestbed starting from the SDN framework for WiFiseparated network applications running on tofeafPOWER
to the Energino energy monitoring and management toolkitlhe system exploits a joint mobility and energy management

A recent report from CEET (Center for Energy Ef cientsolution. In particular the Energy Manager is responsilfle o
Telecommunications, University of Sydney) stated that B§nergy managementin the network. The decisions that lead to
2015 the wireless access infrastructure will account fd¥9oclient handovers are handled by the Mobility Manager.
of the entire energy footprint of the Wireless Cloud domain, The reference network model for this use case is sketched
which includes also datacenters and distribution netwfir®Rs  in Fig. 4. APs are partitioned into clusters with a single Mas
WiFi hotspots are increasingly deployed to relieve cefluldrepresented in blue) and multiple Slaves (representeithiare
networks from the burden generated by data-hungry mob@eay or red). Masters are manually chosen at deployment time
applications. Such deployments generally cater for thestvoto provide full coverage and must remain always active. &lav
case scenario, which leads to a sub-optimal usage of respu@e deployed for providing additional capacity, and can be
when little or no trafc is present. Real improvements irselectively turned on/off by the Energy Manager.
this context can only be delivered with true programmapilit In this experiment, APs can support multiple operating
of network functionalities which in time will allow better modes. Possible events and corresponding transitionebatw
resource management, seamless handover between diffeneptes are implemented as a nite state machine (FSM) by
technologies, and always best connected services. Rgcerilie Energy Manager. For this use case, we focus on two
energy ef ciency has also emerged as one of the evaluatiorain operating modes. In th®nline mode, an AP and all
metric for new networking solutions. its wireless interfaces are on. In ti@& ine mode, the entire

Hence, it is necessary to gracefully adjust the network &P is turned off and only the Energino is powered. It is worth
the current demand, improving both energy consumption andticing that, due to the shared nature of the infrastrectur
traf ¢ pollution. Using the EMPOWERtestbed, a researcherexperimenter are not allowed to actually turn APs on/off.
can test novel energy aware mobility management schenigvertheless APs can be put invatual power down mode
over a realistic infrastructure. In this regard tBRenPOWER where no traf c is sent to the slice controller and where the
testbed provides support both in the sensing part allowipgwer meter reports a null energy consumption.
the experimenter to subscribe a series of event such as RSSMe de ne W, 2 N* as the number of clients that must
of a client at one or more APs, energy consumption &t present in the AR's cluster so that the AP must remain
device and network level (per—slice). The facility prosdsdbe active. Based on the FSM,&aveAP n belonging to a cluster



Notice that albeit simplistic in nature, this use case shows
the potential of theEmPOWERframework as practical plat-
form for research and experimentation in the Wireless SDN
domain. The actual implementation of the described energy
management solution consists in 120 lines of java code
and could be simplied even further by introducing more
sophisticate domain—speci ¢ programming languages.

V. CONCLUSIONS ANDFUTURE WORK

The paper articulated the design of a novel open testbed
aimed at offering an experimental facility for furthering
SDN&NFV research and experimentation. Implementing an
Fig. 4. Reference network model for the Energy Programmabigective SDN platform supporting advanced virtualizatio
WiFi Network use case. A minimum set of APs (Masters, iBoncepts and running on top of commodity WiFi devices is a
blue) providing full coverage must remain always on, whilgjgnj cant challenge which we address in this paper with the
the remaining APs (Slaves, in red or gray) are at disposal g POWERexperimental testbed. THEMPOWERramework
the Energy Manager. builds on top an SDN framework for WiFi networks combining
OpenFlow with an open energy consumption monitoring and
with less tharWW,, clients and that has been inactive for at Ieasrrganagement toolkit. The .faC|I|ty 1S currently being exteddo
include programmable wireless base stations (LTE eNodeBs)

Tige Seconds is transitioned to tkaf ine state. Here, inactive 1o deplov and test heterogeneous scenarios and to expérimen
means that no LVAPs is hosted by the AP, i.e. no client Is. ploy 9 P

. . with programmable cellular networks.
connected to the AP. If there are more th&R clients in the prog
cluster and if the AP has been of ine for at leaBiine REFERENCES
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