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Abstract

In this paper we present Airtime Deficit Round Robin

(ADRR) a novel scheduling algorithm for IEEE 802.11-

based wireless mesh networks. ADRR enhances the Deficit

Round Robin scheduling discipline by taking into account

the channel quality experienced by the transmitting node.

The devised algorithm addresses the IEEE 802.11 perfor-

mance anomaly, preventing a node which experiences poor

channel conditions from monopolizing the wireless medium

lowering the performance of the whole system. The pro-

posed approach combines link scheduling with measurable

routing metrics typically available in WMNs. Results show

the ability of the ADRR scheduler to achieve performance

isolation among links characterized by heterogeneous chan-

nel conditions. The proposed solution has been imple-

mented and tested over an IEEE 802.11-based wireless

mesh network. Source code has been released under a BSD

License making it fully available to the research community.

1 Introduction

In the IEEE 802.11 protocol the main mechanism used

to access the wireless medium is called Distributed Co-

ordination Function (DCF). The standard defines also a

contention-free access method called Point Coordination

Function (PCF). The PCF scheme, being optional, is not

implemented in most commercial cards, and in what fol-

lows we will then focus on the DCF access scheme only.

According to the DCF scheme, a station that wants to trans-

mit a packet must first monitor the channel until an idle

period equal to the Distributed Inter-Frame Space (DIFS)

is detected. Then, the station generates a random back-

off counter. The back-off counter is decremented as long
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as the channel is idle, frozen when a transmission is de-

tected, and reactivated when the channel is sensed free for

a DIFS interval. The station transmits when the back-off

counter time reaches zero. Initially, the back-off timer

is drawn uniformly in the back-off window [0, aCWmin],
where aCWmin is a parameters which depends on the PHY

level being used. For each retransmission (due to collisions

or errors), the back-off window is doubled until it reaches

the maximum value of 2m(aCWmin + 1) − 1. Once it

reaches its maximum value, the back-off window remains

the same until it is reset as result of a successful transmis-

sion or because the MaximumRetransmission Limit (MRL)

has been exceed. The whole process is sketched in Fig. 1.

Thus, due to the back-off procedure, the concurrent trans-

mission of alien stations affects the service time of IEEE

802.11: the higher the number of transmitting stations, the

larger the overhead [13].

The half-duplex nature of IEEE 802.11 devices requires

the sender to wait for an acknowledgment (ACK) signal af-

ter transmitting each frame. If the transmitting station does

not receive the ACK it reschedules the transmission like if

a collision occurred. If a node sustains repeated unsuccess-

ful transmission it may degrade its transmission bit-rate in

order to employ more robust but less efficient modulation

schemes. As a result, since the CSMA/CA algorithm gives

to each node the same channel access probability, nodes

transmitting at low bit-rates will capture the wireless chan-

nel for long periods of time at the expenses of the nodes

transmitting at higher bit-rates. Such behavior combined

with the First-Come First-Served (FCFS) scheduling pol-

icy implemented in most commercial AP leads to the well

known “IEEE 802.11 performance anomaly” extensively

discussed in [9].

Wireless Mesh Networks (WMNs) are particularly sus-

ceptible to the “IEEE 802.11 performance anomaly”. In [3]

the causes of packet loss in a large outdoor WMNs are an-

alyzed. The authors conclude that, the loss rate distribu-

tion is substantially uniform across the whole range of loss

rates and that a large number of links are characterized by

intermediate loss rates. Such links can greatly reduce the



Figure 1. IEEE 802.11 access scheme based on the DCF.

performances of all the nodes sharing the wireless medium

with special regard to the nodes experiencing good channel

conditions.

In this paper we propose Airtime Deficit Round Robin

(ADRR), a novel scheduling discipline aiming at provid-

ing intra-cell airtime fairness as opposed to the bandwidth

fairness provided by traditional scheduling policy, i.e. Fair

Queuing or, in case of equally sized data packets, Round-

Robin. ADRR enhances the Deficit Round Robin (DRR)

scheduling discipline by taking into account the channel

quality experienced by the transmitting node. The de-

vised algorithm addresses the “IEEE 802.11 performance

anomaly”, preventing a node affected by high packet losses

from monopolizing the wireless channels lowering the per-

formance of the whole system. Our approach combines

link scheduling with measurable routing metrics typically

available in WMNs. As a proof-of-concept we have im-

plemented and tested the ADRR scheduling policy on a

IEEE 802.11-based WMN exploiting the Estimated Trans-

mission Time (ETT) as routing metric. However, it is worth

stressing that, our implementation can be easily extended

to other routing metrics such as the Estimated Transmission

Count [6] or the Weighted Cumulative ETT [7] metrics.

The rest of the paper is structured as follows. In Sec. 2

we discuss some related works. Section 3 briefly sketches

the DRR scheduling algorithm. The proposed ADRR

scheduler is analyzed in details in Sec. 4. Section 5 de-

scribes the experimental setup of the WMN testbed. The

outcome of our measurements campaign are reported in

Sec. 6. Finally, Sec. 7 concludes the paper pointing out fu-

ture research directions.

2 Related work

The literature on fairness provisioning in both wired and

wireless networks is extensive. In this section we will only

survey solutions which are related to the proposed ADRR

scheduler redirecting the readers to [16] for a more compre-

hensive analysis.

The most simple discipline is the First-Come First

Served scheduling. In this case a single queue exists, thus

the order of arrival of the packets determines the order in

which they are forwarded to the output link. In order pro-

vide fairness among heterogeneous links, each outgoing

link must have its own queue. In such a scenario, the Gen-

eralized Processor Sharing (GPS) scheduling discipline is

known to provide fair allocation of the network resources

among backlogged queues. However, due to the assumption

of fluid traffic (i.e. infinitesimal packet sizes), it is not pos-

sible to implement the GPS algorithm, leaving it as a use-

ful benchmark against which realizable service disciplines

can be measured. There are several scheduling disciplines

which tries to approximateGPS as for example round robin,

WF 2Q+ [4], and DRR [14]. However, such algorithms

aim at providing bandwidth fairness as opposed to the air-

time fairness required to address the “IEEE 802.11 perfor-

mance anomaly”.

In [8] the authors propose the Deficit Transmission Time

(DTT) scheduling discipline. DTT aims at ensuring a fair

usage of the wireless medium by the stations participat-

ing an infrastructure BSS. The proposed scheduler is im-

plemented in a centralized way as part of the access point

queuing discipline. The authors propose two ways of es-

timating the quality of the link between the access point

and the stations. The first method exploits the SNR val-

ues reported from the Wireless NIC’s device driver in or-

der to compute the maximum expected throughput toward

each station. Its main drawbacks are the channel symmetry

assumption and the tight coupling with the Wireless NIC

which requires a calibration procedure in order to build the

SNR-to-throughput table used by the scheduler. The second

method directly measure the overall amount of time needed

to send a frame including retransmissions and rate reduc-

tions. In order to measure such a time, the Wireless NIC’s

device driver has been extended implementing a feedback

mechanism which reports to the channel monitor any ACK

frame reception or MRL exceed event. This information is

then used to compute the optimal schedule list.

The ADRR scheduler here presented differs from the

previous approach in that it leverages bidirectional link

quality statistics already maintained by the routing layer

in order to compute the optimal schedule list. As it will

be clear in Sec 4, ADRR can cope with asymmetric links
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and does not need a calibration phase. Moreover, being de-

signed in such a way to exploit measurable link metrics,

ADRR requires no changes to the Wireless NIC’s device

driver and can be readily implemented using off-the-shelf

components. However, it is worth noting that, a low level

control of the Wireless NIC is required by the routing layer

in order to properly compute the routing metric. In particu-

lar the device drivers must expose raw 802.11 frames to user

space applications allowing the routing layer to send broad-

cast frames at arbitrary rates and to get per-packet statistics.

Such features, albeit not available in most bundled solution

(e.g., the Intel Centrino platform) are widely supported by

carrier class IEEE 802.11 devices such any product based

on the Prism 2.5 or the Atheros chipsets.

3 Deficit Round Robin Scheduling

This section briefly introduces the DRR algorithm, for a

detailed analysis the reader is referred to [14]. Analytical

bounds to DRR latency and fairness are analyzed in [12].

DRR is a modified weighted round robin scheduling disci-

pline. It can handle packets of variable size without know-

ing their mean size. According to the DRR algorithm, each

flow contending for a link has a corresponding queue i fed
with all the packets belonging to this flow. Each queue i has
a counter associated called Deficit Counter (DCi), which

indicate the amount of resources the flow can use in a round.

Flows are visited in a round robin fashion. Each flow is vis-

ited only once during each round. Upon each visit the flow’s

deficit counterDCi is increased by a fixed quantityQ called

quantum. If Q is not smaller than the maximum packet

length allowed in the network, then the algorithm complex-

ity is O(1) [14]. A packet is sent only if its length is smaller

than the deficit counter’s current value, otherwise the flow

is skipped. After a packet is sent the deficit counter is de-

creased by the size of the transmitted packet. Only back-

logged flows are served. When a flow is not backlogged its

deficit counter is set to zero.

4 Providing intra-cell airtime fairness

The proposed ADRR scheduler has been implemented

on top of Roofnet [2] and exploits the Estimated Trans-

mission Time (ETT) metric in order to evaluate the chan-

nel time spent serving each nonempty queue. Roofnet is an

experimental IEEE 802.11b-basedWMN deployed at Cam-

bridge,Massachusetts (USA) by theMassachusetts Institute

of Technology (MIT). Roofnet routes packets using a mod-

ified version of DSR [10] called SrcRR [5] exploiting ETT

as routing metric. The ETT metric aims at estimating the

amount of time required to transmit a packet over a wireless

link (including re-transmission). The ETT metric is com-

puted as follows:

METT =
1

PACKR
(1)

Where R is an estimate of the highest effective through-

put achievable in the forward direction, and PACK is the

delivery probability of the the ACK signal in the reverse di-

rection (drev). Being rx the estimated throughput of broad-

cast packets in the forward direction at the transmission rate

of x Mb/s, the parameter R can be computed as follows:

R = max(r1, r2, r5.5, r11) (2)

rx = dfwdx (3)

Where dfwd is the link delivery probability in the for-

ward direction.

In order to compute the forward (dfwd) and reverse

(drev) link delivery ratios each node periodically broadcast

a sequence of five probes: one short probe aimed at mod-

eling the ACK transmission and one long probe for each

available transmission rate (1, 2, 5.5, 11 Mb/s)1. Each node

keeps track of the number of probes received during an ob-

servation window W . At any time, drev is then given by:

drev(t) =
count(t − W, t)

w/τ
(4)

Note that count(t − W, t) is the number of probes re-

ceived during the observation window W and w/τ is the

number of probes that should have been received.

Finally each probe sent by a node contains the number

of probes packets received by the same node from all its

neighbors during the last observation window. Such a de-

sign choice allows the receiver to compute the forward de-

livery ratio dfwd toward the node fromwhich the probe was

originated. Using two probes to estimate data and ACK de-

livery ratios separately allows the routing layer to properly

model asymmetric links and to cope with the hidden node

phenomena. In fact, probes lost at the receiver side due to

interference, are taken into account during the computation

dfwd at the transmitting side by exploiting the information

piggy-backed into each probe.

Let LProbe be the size of the probe used to compute

dfwd, the expected transmission airtime TXAIRTIME for a

packet S bytes long is then given by:

TXAIRTIME = METT

S

LProbe

The building blocks of the ADRR scheduler and their

relationships are sketched in Fig. 2. The pseudo code of

the enqueue and dequeue processes is given respectively in

Alg. 1 and Alg. 2. Variables and data structure exploited by

both algorithms are summarized in Table 1.

3



Figure 2. Block diagram for Aggregation

Buffer with Airtime DRR Scheduler

Table 1. Variables and data structure used by

the ADRR algorithm

Variable Default Description

ActiveQueue {∅} List of currently

backlogged queues

Q 12000µs Quantum value

DC(i) 0 Queue i deficit counter

The scheduler maintains a linked list of currently back-

logged queues (ActiveQueue). Incoming data frames are

first classified according to their next hop (Alg. 1, row 2)

and then fed to the corresponding queue (Alg. 1, row 6). If

such an queue does not yet exist, it is created dynamically

by the scheduler (Alg. 1, row 3 through 5). Probe frames

have higher priority than data frames and are granted pre-

emptive access to the link bypassing the ADRR scheduler.

At each round, the deficit counter of the currently visited

queueDC(i) is increased by a fixed quantityQ (Alg. 2, row

3). The ADRR scheduler only serves packets whose ex-

pected transmission time is smaller than the deficit counter

(Alg. 2, row 6 through 8). After a packet is sent the deficit

counter is decreased by the expected transmission time of

the transmitted packet (Alg. 2, row 9). A framewhose trans-

mission time exceed the deficit counter is held back until the

next visit of the scheduler (Alg. 2, row 11). Empty queues

are removed from ActiveQueue and their deficit counter is
set to zero (Alg. 2, row 14 through 16).

1Broadcast frame are not acknowledged nor retransmitted by IEEE

802.11 devices.

Algorithm 1 Enqueuing process.

1: for each incoming packet p do

2: i = p.nextHop()
3: if i not in ActiveQueue then
4: ActiveQueue.pushBack(i)
5: end if

6: ActiveQueue(i).enqueue(p)
7: end for

Algorithm 2 Dequeuing process.

1: if ActiveQueue is not empty then

2: i = ActiveQueue.next()

3: DC(i) = DC(i) + Q

4: while true do

5: airtime = ActiveQueue(i).computeTxAirtime()

6: if airtime < DC(i) then
7: p = ActiveQueue(i).dequeue()
8: p.send()
9: DC(i) = DC(i) - airtime
10: else

11: break

12: end if

13: end while

14: if i is empty then

15: ActiveQueue.remove(i)
16: end if

17: end if

5 Evaluation Methodology

Our WMN is based on the Roofnet platform developed

by the MIT. Routing is implemented using the Click modu-

lar router [11], developed at MIT. A Click router is built by

assembling several packet processing modules, called ele-

ments, forming a directed graph. Each element is in charge

of a specific function such as packet classification, queuing,

and interfacing with networking devices. Click comes with

an extensive library of elements supporting various types of

packet manipulations. Such a library enables easy router

configuration by simply choosing the elements used and the

connections among them. Finally, a router configuration

can be easily extended by writing new elements. The Click

modular router is available as both Linux Kernel Module

and user-space driver, allowing straightforward porting of

an user-space implementation to kernel-space. We extended

the default Roofnet configuration by implementing the addi-

tional elements responsible for packet scheduling and clas-

sification. All the developed software has been released un-

der the BSD License2.

The measurements campaign has been carried out ex-

2http://www.wing-project.org/
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Figure 3. Reference network topology.

Table 2. Parameters of the CBR connec-

tion exploited during the measurements cam-

paign

rotocol Packet Interval Payload Bitrate

UDP 2 ms 1460 bytes ≈6 Mb/s

ploiting a 4-nodes wireless testbed implementing a flat

WMN. Testbed’s nodes are based on the PCEngines WRAP

processor board. Each node is equipped with a 233MHz

CPU, 128MB of RAM, and one IEEE 802.11a/b/g wireless

interfaces with RTC/CTS disabled (the board supports up

to two wireless interfaces). All measurement were run with

the IEEE 802.11 interfaces operating in “b” mode.

Traffic is generated at node number 1, which acts as gate-
way, using the Jugi’s Traffic Generator (JTG), a freely avail-

able synthetic traffic generator [1]. JTG can generate and in-

ject different traffic patterns over TCP and/or UDP sockets.

Traffic is then collected at the receiver side (nodes number

2, 3, and 4) where suitable tools are available for analysis.

All measurements were performed over a 1 minute interval;

results are averaged over 10 runs. The experimental setup

is sketched in Fig. 3.

In order to validate the ADRR scheduling discipline,

node number 2, 3, and 4 have been fed with a CBR con-

nection generated at node number 1. We have modeled each

CBR connection as a single UDP streamwith constant inter-

departure time and packet size. Table 2 summarizes the pa-

rameters of the UDP stream. Measurements have been re-

peated using two other scheduling policies: FCFS (which is

the default packet scheduling policy implemented in most

IEEE 802.11 devices) and DRR. For the DRR scheduling

discipline the quanta has been set to 1500 bytes which is

the MTU (Maximum Transmission Unit) supported by an

Ethernet LAN.

6 Performance Measurements

Measurements have been carried out exploiting three de-

ployments scenarios differentiate by the channel condition

experienced by node number 2. Notice that in each deploy-

ment all nodes are in radio range. However, while node

number 3 and 4 are kept close to the gateway, node num-

ber 2 is positioned in such a way to experience channel

condition raging from Good to Poor with an intermediate

Medium quality.

Table 3 through 5 summarize the outcomes of our mea-

surements campaign. Results show that the proposed sched-

uler is capable of addressing the “IEEE 802.11 performance

anomaly”maintaining a high throughput over reliable links

(Node number 3 and 4) as opposed to both the FCFS and

the DRR policies that fail to achieve performance isolation

when node number 2 starts to experience poor channel con-

ditions.

As you can see from table 3, when channel condition

for node number 2 are still good the available resources

are evenly shared among all the nodes. However, it is

worth noting that the average throughput achieved by each

node using the ADRR is slightly higher than the throughput

achieved using the both the FCFS and the DRR scheduling

disciplines.

We postulate than the ADRR scheduler is capable ex-

ploiting channel fluctuation by opportunistically allocating

more airtime to links that experience better channel condi-

tion. We recall that the feedback mechanism embedded in

the routing metric gives the transmitting station (Node 1 in

our case) the capability to schedule for transmission links

experiencing better channel conditions. Such considera-

tions are supported by the theoretical finding in [15] chan-

nel fluctuations can instead be exploited by transmitting in-

formation opportunistically when and where the channel is

strong.

As node number 2 moves away from the gateway (Ta-

ble 4 and 5), the ADRR is capable of allocating more re-

source to the nodes experiencing better channel conditions,

while the other scheduling policies degrade the aggregated

throughput. In the extreme case where node number 2 ex-

perience poor channel condition ADRR outperform both

FCFS and DRR by delivering a higher aggregated through-

put (1.1 Mb/s w.r.t. the baseline scenario) and by allocat-

ing to node number 3 and 4 a percentage of the bandwidth

which is only slightly lower the the optimal case.

7 Outlook and Future Work

In this paper we proposed an opportunistic scheduler

capable of addressing the the “IEEE 802.11 performance

anomaly”. The proposed architecture is capable of provid-

ing performance isolation in IEEE 802.11-based WMNs.
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Table 3. Average throughput for different
scheduling disciplines (Good channel condi-

tions). Results are in Kb/s.

Scheduler Node 2 Node 3 Node 4 Aggregated

FCFS 1869.6 1818.2 1870.7 5558.5

DRR 1857.1 1817.8 1889.2 5564.2

ADRR 2014.2 1995.4 2055.9 6065.5

Table 4. Average throughput for different
scheduling disciplines (Medium channel con-

ditions). Results are in Kb/s.

Scheduler Node 2 Node 3 Node 4 Aggregated

FCFS 1626.2 1579.1 1616.5 4821.9

DRR 1751.0 1709.6 1785.3 5245.9

ADRR 1751.6 2024.8 2074.2 5850.6

Table 5. Average throughput for different
scheduling disciplines (Poor channel condi-

tions). Results are in Kb/s.

Scheduler Node 2 Node 3 Node 4 Aggregated

FCFS 1364.8 1318.7 1298.4 3981.9

DRR 1399.1 1340.9 1323.3 4063.3

ADRR 1107.2 1993.6 2038.8 5139.6

The optimal scheduled list is computed exploiting measur-

able routing metrics typically available in WMNs. The soft-

ware implementation of the proposed mechanism has been

released under a BSD License, with the aim of providing the

reference scientific community with a basis for developing

further innovative solutions.

As future work we plan to extend the ADRR scheduler in

order to exploit path diversity when computing the optimal

scheduling list. In context, the residual path metric allows

us to differentiate differentiate traffic routed over homoge-

neous paths from traffic that experiences good link condi-

tion only locally and that will be route over a lossy or con-

gested link a few hops away. In such a case, the end-to-end

performance of the flow will not benefits from the the extra

airtime allocated by ADRR to the link.

Finally, further efforts will be devoted to the validation

of the ADRR scheduler over a larger testbed (in terms of

both number of nodes and network coverage). This will

allows us to obtain further insight into the scalability of the

scheduling discipline proposed in this paper.
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