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AbstrAct

The MEC paradigm calls for a distribution of 
computational capacity at the network’s edges. 
While MEC will play a key role in future 5G 
deployments, it will take some time until the exist-
ing 4G networks evolve into a full 5G system. A 
challenge exists to devise a transition mechanism 
that allows MEC features to be seamlessly inte-
grated in the current 4G networks. This article 
introduces a lightweight, ETSI-compliant MEC 
solution for 4G and 5G networks. The proposed 
solution, which we name LightEdge, has the main 
goal of immediately making available the features 
and capabilities of edge clouds to mobile users. 
This article reports on the design and implementa-
tion of LightEdge and on its evaluation in a practi-
cal latency-sensitive use case.

IntroductIon
The fifth generation (5G) is opening the door to 
a new generation of applications and services. 
Augmented reality and holographic interfaces 
are but a few of the applications that will ben-
efit from the massive bit rates and ultra-low-la-
tency features expected to be provided by 5G 
[1]. For the support of ultra-low-latency services, 
multi-access edge computing (MEC) will be a 
key component in the 5G system architecture 
[2]. The 5G service-based architecture introduc-
es the user plane function (UPF) concept, decen-
tralizing the data forwarding functions from the 
control plane functions [3]. The UPF serves as 
the anchor point for mobile terminals and pro-
vides interfaces for traffic billing and lawful inter-
cept. It also enables application detection using 
service data flow traffic filter templates or 3-tuple 
(protocol, server-side IP address, and port num-
ber) packet flow descriptions received from 
the session management function. This allows 
packet processing and traffic aggregation to be 
performed closer to the network edge, hence 
increasing bandwidth efficiency while remark-
ably reducing backhaul network utilization and 
service latency. This fact makes the integration 
and deployment of the MEC system in the 3rd 
Generation Partnership Project (3GPP) 5G archi-
tecture a convenient option.

Despite the benefits brought by 5G, it will 
take some time until the existing 4G system 
transitions to a full 5G system. Commercial 
5G networks are initially being deployed in 
non-standalone mode, meaning that the 5G 

radio access network (RAN) still interfaces with 
the 4G Evolved Packet Core (EPC). While this 
approach immediately makes higher bit rates 
available, it impedes the deployment of new 
applications and services at the network edges. 
This is because the standard EPC lacks proper 
support for edge applications and services that 
are instead a native part of the 5G core. The 
challenge is thus to develop a transition mecha-
nism allowing the integration of MEC systems in 
the 4G architecture to make their features and 
capabilities directly available to mobile users.

Several works have proved that it is possible 
to introduce MEC and edge-steering solutions 
in 4G networks [4–7]. However, none of them 
tackles the challenges and practicalities associ-
ated with the deployment of such solutions. In 
this article we propose LightEdge, a lightweight, 
European Telecommunications Standards Institute 
(ETSI)-compliant MEC solution for 4G and 5G net-
works. The main goal of LightEdge is to provide 
mobile network operators (MNOs) with an MEC 
platform that can immediately bring the advan-
tages of edge computing to the 4G end users, 
while enabling a seamless transition over the evo-
lutionary path from 4G toward a full 5G architec-
ture. The key strength of LightEdge’s design is its 
transparency to the existing components of a 4G 
network, therefore requiring zero modifications 
to the MNO’s environment, with the exception 
of the charging functions. Furthermore, LightEdge 
is designed to integrate seamlessly with standard 
ETSI network function virtualization (NFV) solu-
tions like open source management and operation 
(MANO) (OSM) [8] and potentially leverage the 
features of the MANO as a service (MANOaaS) 
paradigm [9]. Although this work aims to propose 
a transparent MEC solution that enables some 5G 
features in a 4G network, the platform can also 
be used in a full 5G network operating in either 
non-standalone or standalone mode. In the latter 
case (standalone), one of the components on the 
LightEdge platform, that is, the UPF service, can 
be replaced by the standard UPF service already 
present in the 5G architecture.

This article reports on the design, implemen-
tation and evaluation of LightEdge. The platform 
has been validated with commercial and open-
source eNodeBs (eNBs) and EPCs, and has been 
showcased by a MEC-enhanced, latency-sensitive 
application for driving assistance. Experimental 
results prove the seamless integration of Light-
Edge with the existing 4G and 5G architectures, 
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and the signifi cant gains achieved by placing com-
putational resources at the edge.1

desIgn: reQuIreMents And chALLenges
The line between traditional core, transport, radio, 
and IT groups at current MNOs is becoming more 
blurred with changes and upgrades in one sector 
percolating into the others. This leads to severe 
organizational struggles when MEC off erings are 
to be integrated into the production networks. 
Therefore, the design of LightEdge has been driv-
en by the following requirements:
• To minimize the changes to the MNO’s

environment, with the possible exception of
the online charging system and the offline
charging system

• To provide a platform that can be extended
and evolved toward the 5G architecture

• To comply with recent cloud-native trends
allowing deployment of containerized edge
applications

• To provide a solution capable of supporting
local breakout for enterprise applications
Before explaining how LightEdge satisfi es these

requirements, it is important to recap the main 
components of the 3GPP 4G architecture (Fig. 1) 
to clearly identify the challenges it poses [10]. User 
equipments (UEs) connect to the RAN through the 
eNBs. The EPC is composed of the packet data 
network gateway (PGW), which acts as contact 
point between the serving gateway (SGW) and 
another data network (typically the Internet), the 
SGW, which is an intermediate aggregation point 
between the RAN and the PGW, the mobility man-
agement entity (MME), which is responsible for the 
handovers, and the home subscriber system (HSS), 
which acts as a database and contains the subscrib-
ers’ information. These entities are interconnected 
via well-defi ned interfaces.

The most relevant point with respect to Light-
Edge is the S1 interface, which defi nes the data/
control plane protocol between eNB and SGW, 
and the control plane protocol between eNB 
and MME. The protocol between the eNB and 
the SGW, carried over UDP, is the GRPS Tun-
nelling Protocol (GTP). Conversely, the protocol 
between the eNB and MME is the S1AP protocol, 
which is carried over Stream Control Transmission 
Protocol (SCTP). The connection between a UE 
and the SGW is identifi ed by the tunnel endpoint 
IDs (TEIDs). It is the duty of the MME to assign 
the TEIDs between UEs and SGW (upstream) and 
SGW and UEs (downstream). TEIDs are dedicated 
fields of the GTP-u message used to route the 
GTP tunnels. The traffic from/to a UE is encap-
sulated in a GTP tunnel, which includes an IPv4 
header, a UDP header, and the GTP header 
(which includes the TEID). This encapsulation for 
the downstream traffi  c is also depicted in Fig. 1.

All data connections of a UE are anchored to a 
certain PGW. This means that even if the UE moves, 
its IP address to the Internet does not change. How-
ever, it also implies that if the UE is roaming in a 
foreign network, all its traffi  c is home-routed via its 
PGW. For example, an Italian UE roaming in Germa-
ny will see its traffi  c fi rst routed to its home PGW in 
Italy and then to its fi nal destination, resulting in con-
siderable latency and high load on the backhaul and 
core links. In this scenario, introducing a MEC host 
in close proximity to the RAN allows terminating 

the UE traffi  c before reaching its PGW and serving 
it with the required services from the intermediate 
MEC host. Hence, it reduces the latency and the 
traffi  c load at both the PGW and the backhaul/core 
links. It is with this objective that we propose Light-
Edge as a 5G MEC solution to be integrated in the 
existing 4G systems.

LIGHTEDGE sYsteM ArchItecture: 
An oVerVIeW

The LightEdge system architecture, depicted 
in Fig. 2, is designed to allow UEs to consume 
applications and services at the network’s edges. 
LightEdge follows the bump in the wire archi-
tecture proposed by ETSI [11], thereby placing 
the MEC host between the RAN and the EPC of 
the 4G system to enable the interception of UE 
requests. Before reaching the intended DNS serv-
er, requests from users are resolved to the virtual 
IP address of a local MEC application. Note that 
this approach will not work if secure alternatives 
to DNS (e.g., DNSSEC) are employed. When a 
UE requests the virtual IP address of a local MEC 
application, LightEdge takes over the communica-
tion, and the UE traffi  c is steered toward the MEC 
host. Standard stateful L4 or L7 load balancers 
(not depicted in the fi gure to improve readability) 
can be used to distribute the load among multiple 
MEC application instances.

This approach allows minimizing the changes 
to the MNO’s existing infrastructure, where our 
proposal can be seamlessly deployed between 
RAN and EPC as long as access to the S1AP and 
the S1 interfaces is provided. Re-provisioning of 
MME pools is also avoided by intercepting rel-
evant UE attachment, detachment, and mobili-
ty events using an S1AP Monitor module. This 
essentially translates into the ability to dynamically 
track the mapping between UEs and their TEIDs 
for multiple bearers. This information is then used 
by the vGTP module to reconstruct the GTP tun-
nel between MEC hosts and eNBs/gNBs. The rest 
of this section describes the LightEdge’s compo-
nents and the mobility management and billing 
procedures in more detail.

Mec pLAtForM eXtensIons

The design of LightEdge extends the ETSI refer-
ence architecture [12] and encompasses the func-
tionalities required to run MEC applications, and 

Figure 1. A heterogeneous 4G/5G network (non-standalone)
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to allow them to provide and consume MEC ser-
vices. The LightEdge MEC platform is confi gured 
by a MEC Platform Manager via the Mm5 inter-
face or by other applications and services via the 
Mp1 interface. Note that the MEC Platform Man-
ager is outside the scope of this article in that our 
goal is to focus on the defi nition of a transparent 
MEC platform. Nevertheless, the MEC platform 
itself exposes a standard REST interface that can 
be used by present operations support system 
(OSS) platforms. Note that the Mm5 interface 
is not yet defined by ETSI, and hence no stan-
dard-compliant MEC Platform Manager is current-
ly available. The MEC platform is then responsible 
for implementing such configurations including, 
for example, traffic rules and DNS entries. Here 
follows a brief description of the LightEdge specif-
ic sub-components extending the MEC platform.

Service Registry: The Service Registry is an 
ETSI MEC functional component that contains the 
catalog of services and applications that can be 
spawned on the MEC platform. An example is the 
Radio Network Information (RNI) Service [13], 
which provides MEC applications with real-time 
information about the RAN (e.g., RSPR/RSRQ 
measurements).

Radio Network Information (RNI) Service: In 
the 5G architecture the MEC platform can obtain 
UE information by the northbound and south-
bound interfaces. Data through the southbound 
regards UE location and roaming state from the 
network exposure function in the 5G core, while 
data through the northbound data regards radio 
bearer statistics from the radio resource manager. 
In this work, LightEdge focuses on the RAN infor-
mation toward the RNI service.

Message Queuing Telemetry Transport 
(MQTT) Service: The MQTT service forms the 
communication nexus between the various 
sub-components of LightEdge. It works following 
a publish-subscribe paradigm where services and 
applications can publish new information on a 
certain topic and subscribe to one or multiple 
topics. For example, a video streaming applica-
tion could subscribe to the messages contain-
ing the RSRP/RSRQ measurements of a certain 
UE and adapt the video transcoding parameters 
accordingly. The openness, light weight, and 
ease of implementation of this protocol make 
it an ideal option for environments where pro-
cessing, memory, and bandwidth efficiency is 
mandatory.

Traffi  c Rule Manager: The Traffi  c Rule Manag-
er is in charge of (re)confi guring the L3 switch to 
route the traffi  c among applications/services and 
the 3GPP network. Traffi  c rules are issued by an 
external MEC Platform Manager and enforced by 
an L3 switch. This feature allows LightEdge to tap 
into the S1 and S1AP interfaces and to redirect 
them to the S1AP Monitor module, which is part 
of the 4G-UPF Service.

DNS Resolver: The DNS Resolver allows map-
ping UE requests to local IP addresses routable 
inside the MEC domain. DNS records are filled 
based on a confi guration coming from the MEC 
platform manager or following an activation 
request from the MEC applications. Any DNS 
resolver can be used for this purpose. The rela-
tionship between a local IP address and one or 
more physical IP addresses is handled by the vir-
tualization infrastructure manager (VIM), which 
preserves the virtual reference even if a MEC 
application is reallocated or shut down, making 
the process fully transparent for the UEs.

4g-upF serVIce

This is the core service that is complemented and 
leveraged by the LightEdge service extensions in 
the MEC platform. A detailed view of this compo-
nent is included in Fig 2. This service comprises 
the functional elements described below.

The L3 switch is in charge of steering the traffi  c 
between eNB/EPC and the MEC services under 
the control of the Traffi  c Rule Manager. The S1AP 
channel is steered to the S1AP Monitor mod-
ule by matching the IP protocol type (SCTP is 
0x84), while the GTP-u stream is steered to the 
vGTP module by matching the UDP port (2152 
for GTP-u). The L3 switch can be either a hard-
ware-accelerated switch (e.g., P4-based) or the 
software switch at the Linux kernel. The choice 
depends on the number of eNBs connected to 
the MEC host and on their configuration. For 
example, a 20 MHz LTE cell using a 2 2 mul-
tiple-input multiple-output (MIMO) confi guration 
results in a maximum theoretical downstream bit 
rate of 150 Mb/s. Modern software switches can 
easily handle tens of such cells. Conversely, larg-
er deployments and/or wider bandwidths may 
require hardware-accelerated switches.

The S1AP Monitor receives the SCTP-encap-
sulated S1AP traffic and tracks the upstream/
downstream TEIDs. This is done by monitoring 
the InitialContextSetupRequest and the InitialCon-

Figure 2. The LightEdge reference system architecture.
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textSetupResponse messages. The former assigns 
the upstream TEID, while the latter assigns the 
downstream TEID. Once both messages are col-
lected for a UE, a new rule is added to the UE/TEID 
Mapping Table (as shown in the 4G-UPF Service 
component in Fig. 2). It is worth noting that the 
messages exchanged using the S1AP protocol are 
typically encrypted. This issue can be overcome 
by passively sniffing the traffic on the S1-u inter-
face in order to learn the UE/TEID mapping. This 
approach would, however, make LightEdge not 
suitable for mobility scenarios where sniffing the 
S1-u interface is not enough to properly detect 
handover events. Alternatively, we can envision 
a service-based architecture whereby a proxy 
implemented within the S1AP Monitor subscribes 
to mobility events published by the MME. This 
approach would allow keeping the UE/TEID Map-
ping Table up to date even in the case of handover 
events.

The vGTP manages the stateful GTP encap-
sulation/decapsulation between eNB and SGW. 
The inner IP flow of the upstream GTP-u traffic 
is matched against the Traffic Steering Table. If 
a match is found on the 3-tuple (protocol, serv-
er-side IP address, and port number), the GTP 
protocol stack headers (GTP, UDP, and IP) are 
removed.

If an entry is present in the Virtual IP/Port col-
umn of the Traffi  c Steering Table, the destination 
IP address and the transport port of the matched 
flow are rewritten to the values specified in the 
Traffi  c Steering Table. In the example in Fig. 2, fl ow 
(0x06, 10.224.52.113.90, 80) is left unchanged, 
while the destination IP address and TCP port of 
fl ow (0x06, 3.120.16.110, 80) are rewritten. Both 
flows are then handled by the standard Linux 
NAT/PAT subsystem. Notice that at this point, 
due to either the DNS/Remote Server redirection 
or the address/port rewriting performed by the 
vGTP, the destination address of the decapsulated 
IP flow is an address routable in the local MEC 
domain. IP traffi  c from a MEC application instance 
and addressed to a UE is encapsulated into a GTP 
tunnel by the vGTP using the UE/TEID Mapping 
Table.

hAndLIng user MobILItY

The MEC platform must be able to keep serving 
users even when handovers occur. In this work, 
we limit our attention to X2 handovers since they 
are the most common option used by operators 
to implement this procedure. Nevertheless, the 
proposed approach can also be extended to S1 
handovers. This part is omitted due to space con-
straints. Figure 3 depicts the messages exchanged 
during an X2 handover.

A UE detecting that a neighboring cell has bet-
ter channel quality can trigger an X2 handover. 
When this happens, the source eNB sends an X2 
handover request to the target eNB. The target 
eNB then issues an S1AP Path Switch Request
to the MME. Since the S1AP Monitor processes 
all S1AP signaling, it can identify the start of an 
X2 handover and the IP addresses of the eNBs 
involved. As a result of the path switch request, the 
MME establishes a new GTP tunnel between the 
SGW and the target eNB. After the X2 handover is 
acknowledged by the new eNB, the UE attaches 
to the new eNB. 

The MME can then modify the path for all 
bearers of the UE and inform the SGW of this 
change using a Modify Bearer Request message. 
The handover is completed when the S1AP Path 
Switch Request ACK is sent by the MME to the 
target eNB. When this happens, the S1AP Monitor
updates the corresponding TEIDs in the UE/TEID 
Mapping Table. Afterward, the S1AP Path Switch 
Request ACK downstream packets are forwarded 
to the new eNB using the newly established GTP 
tunnels. This tunnel is then intercepted again by 
the vGTP, which performs the stateful GTP encap-
sulation/decapsulation.

trAFFIc chArgIng And bILLIng

In a 4G network the charging trigger function 
(CTF) is responsible for intercepting chargeable 
events, for example, data volumes, sessions 
start/stop, and handovers, and for building the 
charging data records (CDRs), which are then 
sent to the mobile network operator’s (MNO’s) 
billing system through the Diameter protocol. The 
CTF is implemented by the PGW. However, since 
in LightEdge the traffi  c to/from a MEC application 
does not traverse the PGW charging function, 
that traffi  c becomes impossible to track.

To solve this issue, we leverage a novel pro-
posal in [14], which introduces a delegated 
chargeable event monitoring function (D-CEMF) 
responsible for capturing charging events at off-
load points. For LightEdge, the D-CEMF is pro-
posed to be deployed within the 4G-UPF service, 
where it can intercept the S1AP events and track 
the offloaded S1 using the per-UE packets and 
byte counters maintained by the vGTP. The CTF in 
the PGW can then aggregate information coming 
from multiple D-CEMFs to build the consolidated 
CDRs.

IMpLeMentAtIon detAILs

LightEdge has been designed with cloud-native 
principles in mind. Each of its components is 
deployable using container technologies, and the 
platform itself is natively compatible with Kuber-
netes. MEC applications can be deployed as con-

Figure 3. Signalling exchanged during an X2 handover.
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tainers and leverage the full capabilities of the 
container networking interface (CNI) used by 
modern cloud-native environments. Notice that 
our design is agnostic with respect to the particu-
lar CNI technology employed and can work even 
without a CNI. The only requirement is to have 
a switched L3 network. This last feature makes 
LightEdge particularly suitable to support local 
breakout for enterprise applications.

We have developed a prototype of LightEdge
and deployed it on an LTE testbed. The RAN part 
comprises a 3GPP-compliant LTE stack provided 
by srsLTE, while as the EPC we use nextEPC. It 
must be noted that LightEdge is vendor-agnostic 
and can be used with any combination of eNB/
EPC components (including commercial ones). 
The 4G-UPF service is implemented as a native 
application, while the MEC platform is imple-
mented as a simple Python agent. The Traffi  c Rule 
Manager and the DNS Resolver are implemented 
using, respectively, iptables and dnsmasq. Follow-
ing the control and user plane separation (CUPS) 

concept [10], the 5G-EmPOWER software-de-
fined RAN controller [15] implements the radio 
resource manager. The control plane interface 
of this system is based on the ETSI RNIS MEC 
application programming interface (API) [13] 
and provides a two-fold function:  RAN elements 
configuration and RAN-level statistics collec-
tion, which are then exposed to the RNI service. 
5G-EmPOWER can interface with commercial 
and open source eNBs. Finally, the MQTT service
is implemented using RabbitMQ.

AutonoMous drIVIng: 
A prActIcAL use cAse

For the evaluation of LightEdge we have selected 
connected, cooperative, and automated mobility 
(CCAM) as a practical use case. By using state-of-
the-art MEC solutions like LightEdge, autonomous 
driving functions can be off loaded to the network, 
thereby relieving vehicles from the computation 
burden. In the next sections we describe the gen-
eral requirements of CCAM applications and dis-
cuss the evaluation on the LightEdge platform.

ccAM AppLIcAtIons reQuIreMents

Lane Tracking: This application processes in 
real time the images from cars to ensure safe 
maneuvering, and computes and sends back the 
corresponding steering commands. Note that 
this operation is computationally expensive and 
involves high uplink bandwidth consumption.

On-Road Object Recognition: This application 
enables the detection of entities such as plates 
and signs based on computer vision classifiers. 
The computational and bandwidth requirements 
are analogous to the ones described above since 
video streams from vehicles also need to be ana-
lyzed.

perForMAnce eVALuAtIon

The evaluation aims to prove the ability of Light-
Edge to:
• Manage various MEC system confi gurations 

and distribute the traffi  c load across several 
MEC application instances in a transparent 
manner for the end user

• Work seamlessly on different RAN configu-
rations and manage requests from several 
base stations, delivering the adequate laten-
cy level
The CCAM applications (i.e., assisted driving 

operations) have been deployed on the LightEdge
platform. To the best of our knowledge, there is 
no other MEC platform transparent to any RAN 
and core network. Therefore, we have included 
in the evaluation a cloud setup (inherently trans-
parent to RAN and core) to show the capabilities 
of LightEdge and not to merely draw a perfor-
mance comparison. LightEdge is deployed on a 
machine analogous to the c4.xlarge Amazon EC2 
equipped with an Intel Xeon E5-2666 processor 
with 4 vCPUs and 7.5 GB RAM memory, while 
the cloud setup leverages c4.4xlarge instances 
deployed in Ireland comprising 20 vCPUs and 30 
GB RAM memory. The evaluation is performed 
on the experimental testbed described previously.

The aforementioned objectives are illustrat-
ed in three scenarios with diverse MEC host and 
RAN confi gurations:

Figure 4. Latency vs. an increasing number of requests for a single MEC appli-
cation instance and a single RAN element.

Figure 5. Latency over time for an increasing number of requests (one every 
2 s). An L7 balancer distributes the load to a second application instance 
when the latency exceeds a threshold.
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Single Application Instance — Single RAN 
Element: Figure 4 reports the average latency 
experienced for an increasing number of requests 
received by a single application instance in a 
setup comprising one eNB. This latency includes 
the round-trip time (RTT) and the application 
computation time. In particular, it can be seen 
how the RTT is slightly affected by the compu-
tation burden. This is visible in LightEdge when 
reaching six requests. Although this issue applies 
to a lesser extent to the cloud deployment due 
to the greater computational resources, the RTT 
offered by LightEdge is still lower regardless of 
the number of requests. Moreover, although the 
cloud provides shorter computation time, the 
overall latency exceeds the time taken by Light-
Edge for request processing due to the backhaul 
load reduction.

Several Application Instances — Single RAN 
Element: The latency caused by the CPU load 
in Fig. 4 compromises fast-response services. To 
lower the computational intensity, we introduce 
into the previous scenario a stateful L7 balanc-
er, which distributes the load among MEC appli-
cation instances when the total latency exceeds 
150 ms. Notice that, if not done automatically, 
the MEC Platform Manager must request that the 
VIM horizontally scales the application server and 
deploy a new application instance before the load 
distribution takes place. Figure 5 shows the results 
over time of this topology, where a new request 
is generated every 2 s. Specifi cally, it can be seen 
that after 12 s the delay threshold of the balancer 
is exceeded. As a result, new incoming requests 
are dispatched to a new application instance, thus 
reducing the execution and access delay with 
respect to cloud computing.

Several Application Instances — Several RAN 
Elements: Taking as baseline the setup shown 
in Fig. 4 (given by one application instance and 
one eNB), Fig. 6 analyzes two configurations 
regarding the RAN and the MEC system to eval-
uate how both segments determine the latency 
experienced. The fi rst setting maintains the RAN 
confi guration and focuses on the MEC host. Two 
application instances are initially spawned in such 
a manner that requests are evenly distributed 
across them attending to the delivered latency. 
The second setting extends the fi rst one by add-
ing a second eNB. As can be seen, the last confi g-
uration achieves the best results as the number of 
requests increases given that greater computation  
capacity and radio resources are available. Never-
theless, it is important to highlight the low diff er-
ence with respect to the confi guration comprising 
a single eNB given that the computation delay 
at the edge represents the largest portion of the 
end-user latency.

concLusIons
Multi-access edge computing is a promising par-
adigm for future mobile networks. In this article, 
we introduce LightEdge, a lightweight, ETSI-com-
pliant MEC solution for 4G and 5G networks. The 
design proposed is transparent to the existing 4G 
networks, therefore requiring almost no chang-
es to the MNO’s environment. LightEdge is well 
suited to serve the needs of different verticals, 
including smart cities, augmented reality, and con-
nected and cooperative road mobility. In particu-

lar, we have shown how LightEdge can be used 
to off load autonomous driving operations to the 
network’s edge.

These operations could be split into atomic 
tasks to be independently executed locally or 
remotely, for example, image transcoding from 
vehicles’ cameras could be performed locally 
before being processed remotely. This brings new 
challenges on operation decomposition into tasks, 
execution site selection, and task synchronization 
for optimal performance. In addition to such chal-
lenges, we plan to enhance the interplay between 
RAN and LightEdge, and to embed the logic to 
enable autonomic scaling of MEC resources.
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