Abstract—With the advent of 5G systems, telecommunication service providers (TSPs) have been facing a tremendous transition by the raised expectations of supporting billions of IoT devices and an unprecedented amount of generated data. This revolutionary transformation necessitates innovative approaches such as multi-access edge computing (MEC) to meet the requirements of many novel applications in terms of their high data rate and low latency. The idea behind MEC is to move data, virtualization, and processing capabilities from central data centers to the edge of the network. However, resources at the network edge are very scarce and costly to provision. Therefore, TSPs have to make smart decisions on how to utilize the network resources such as to make sure that the user service requirements (e.g., data rate, latency) are satisfied while the network resources are used most efficiently. In this paper, we study the problem of joint user association, VNF placement, and resource allocation employing mixed-integer linear programming (MILP) technique. We consider (i) the service provisioning cost, (ii) the number of VNF instances, and (iii) the transport network utilization, having an overarching goal of drawing a comparison between these different approaches.
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I. INTRODUCTION

The 5th generation (5G) of cellular networks promises to transform the mobile communication landscape by providing an extremely high quality of service (QoS) for the end users. In comparison with the previous generation mobile network technologies, 5G commits to deliver sub-millisecond latency, higher connection density, multi-Gbps data rates and so forth [1]. This opens the door for many applications and services, such as augmented/virtual reality, autonomous driving, high-definition sensor sharing and so forth, which have stringent QoS requirements [2]. Nonetheless, it also calls for novel technological solutions in order to meet the requirements of such applications. Multi-access edge computing (MEC) [3] is one of such technologies that is expected to play a pivotal role in 5G networks by bringing the applications, services and processing capabilities closer to the end-users and, therefore, offloading the transport network and reducing the round-trip delay in the network. For instance, owing to the network function virtualization (NFV) technology, MEC enables mobile network components such as access and mobility management function (AMF), user plane function (UPF), application function (AF) and network functions such as firewalls, intrusion detection systems (IDS), and load balancers to be deployed at the network edge as virtualized network functions (VNFs) [4]. Moreover, MEC facilitates telecommunications service providers (TSPs) to deploy VNFs at their own premises or even develop a new revenue stream by offering their computing and networking infrastructure to vertical businesses and unleashing the power of dynamic orchestration of VNFs at their own control [3].

Figure 1 illustrates an example of an application, called see-through, that can take advantage of MEC nodes, which are collocated with the base stations. The figure depicts a car (number 2) being stuck behind a slow-moving truck (number 1) incapable of seeing front to check whether it is safe to pass. Therefore, the truck transmits the live video captured by forward-facing cameras to an application (composed of two VNFs, tracker and transcoder) hosted in a MEC server collocated with the base station in proximity, to be processed instantly in place and feeding to the car behind. Consequently, the car behind can see the environment blocked by the truck and based on that decide whether to pass the truck or not.

In the context of MEC, not only the edge hosts such as ordinary base stations can be endowed with computational capabilities, but also the aggregation points of the base stations (e.g., anchor base stations) and the core network. As for the cloud data centers, they could still be used for latency-tolerant applications as cheap computational resources. In general, the closer is the computing node to the user, the less is its computational capacity and the more costly is to spawn/instantiate VNFs on that node. Given the heterogeneity of computing nodes and the diversity of the QoS requirements (e.g., data rates, latency) of the application, the natural question that arises is which base stations to associate users to and where to deploy their required applications such as to make sure that their application requirements are satisfied while the network resources are used in the most efficient manner.

In this paper, we study the problem of joint user association, VNF placement, and resource allocation employing mixed-integer linear programming (MILP) technique. We con-
sider user equipments (UEs) randomly scattered in a geographical area, each requesting one service with specific demands in terms of bit rate and maximum delay tolerance. Firstly, we model the air interface delay by investigating the actual perceived air interface capacity between users and corresponding gNBs. Then, we consider three different VNF placement possibilities including (i) the MEC host collocated with gNB that the user is associated, (ii) cloud data centers, and (iii) reusing the VNF instance that has been already placed on a MEC host collocated with adjacent gNBs. To do so, we firstly consider the transmission power of gNBs and the distance of user to each gNB to achieve the air interface capacity and consequently calculating the transmission time over the link. Accordingly, based on the air interface delay the candidate gNBs for each user can be determined. Then, we develop a MILP model with three objectives to minimize (i) the service provisioning cost, (ii) the number of VNF instances, and (iii) the transport network utilization. Comprehensive simulations have been conducted to understand the efficiency of each objective in different scenarios.

The rest of the paper is structured as follows. The related work is discussed in Sec. II. The problem statement along with the mobile network model and service request model are introduced in Sec. III. The MILP problem formulation presented in Sec. IV, followed by the numerical results reported in Sec. V. Finally, Sec. VI draws the conclusions.

II. RELATED WORK

Regardless of the access technology, upon receiving the request from the user for joining the network, a mechanism is required to associate the user to the base station before transmitting data. An efficient user association mechanism leads to better resource utilization, load balancing, and energy consumption [5]. In this regard, a sizable body of literature has studied the problem of user association in 5G networks.

The study in [6] formulates the problem of user association in HetNets as a Nash bargaining problem. The objective is to maximize data rate utility while guaranteeing the minimal data requested by users and distributing the load equally among the base stations. The work in [7] presents a constrained optimization method for mobility-aware user association in mmWave networks. The method is capable of tracking the frequent variations in the network topology and channel condition, which triggers user mobility. The authors of [8] study the user association problem in a cache-enabled mobile network, capturing the trade-off between the radio network and the transport network utilization. The authors of [9] design a delay-aware user association strategy for 5G HetNets, which has been modeled as non-convex and mixed-integer nonlinear programming (MINLP) problems. The main objective is to minimize overall power consumption in the network, while applying strict delay constraints. A joint user association and user scheduling solution is presented in [10], where the authors aim at minimizing the achievable throughput of the users. However, none of the aforementioned studies considers the problem of VNF placement and its effect on user’s overall perceived quality of experience.

Along with the user association problem, VNF placement in the context of latency strict applications in 5G networks is the other intention of this study. Although VNF placement has been studied well, its study in the scenario of edge computing necessitates a deeper consideration. Authors in [11], introduce an integer linear programming (ILP) model to map VNFs on the servers with the goal of minimizing the number of utilized servers. The work, however, does not take into account the underlying network characteristics, just considering services and VM requests. The study in [12] investigates a VNF orchestration problem (VNF-OP), and proposes an ILP and a heuristic solution to determine the number of required VNFs and locations that they should be placed without violating service level agreements (SLA). The main objective of the work is to minimize OPEX and resource fragmentation. Another work by [13] addresses the problem of service function chain (SFC) placement with the objective of efficiently utilizing the network resources while respecting the end-to-end (E2E) latency requirement of the users.

The study in [14] jointly solves the problems of VNF placement and CPU allocation in 5G network. A queuing-based system model is proposed to consider all the entities that are involved in 5G networks. The study proposed in [15] designs an orchestration platform for jointly optimizing the VNF placement problem in three phases VNF chain composition, VNF forwarding graph embedding, and VNF scheduling. Another work by [16] studies the problem of VNF migration and instantiation. The objective is to maximize the network throughput, while satisfying the resource requirements of the services along with their E2E latency.

The closest studies to ours are [17] and [18]. The work in [17] formulates the problem of VNF placement at the network edge in order to minimize the network latency from the users to their respective VNF hosted on edge servers. A method is presented to dynamically re-schedule VNFs to attain optimal allocation and avoiding SLA violation. The study by [18] presents an ILP model to jointly solve the problems of user association, SFC placement, and resource allocation, in which users are assumed to have different E2E latency and data rate requirements. However, both of the works consider the problem of SFC placement but they lack of having a realistic model to compute the air interface delay. Moreover, as opposed to our study, they do not consider the case in which the users may be associated with one gNB while still receive service from the VNFs that are instantiated on a MEC node collocated with neighboring gNB.

III. NETWORK MODEL

A. Problem Statement

Figure 2 depicts the reference network architecture in which MEC hosts are collocated with gNBs, which are in charge of providing coverage to the users and performing their baseband signal processing. The computational capacity of the MEC hosts is very limited, which makes their usage quite costly. Conversely, the cloud data center has abundant computational resources, which makes it significantly cheaper solution to be used for instantiating VNFs compared to the MEC hosts, although it additionally requires transport network resources.
It is assumed that each user requests a service with a certain bit rate and delay tolerance. Upon receiving the service request from the user, the network provider shall make a decision on how to embed the request to the network such as to make sure that the user service requirements are satisfied, while the network resources are used in the most efficient way. Consider Fig 2 as an example of the proposed network model, in which each MEC host possess one CPU core, while an unlimited number of CPU cores is obtainable in the cloud. Fig. 2b depicts the service requests composed of users and the requested service, which are classified into latency-sensitive and latency tolerant. The VNF mapping in Fig 2c illustrates that the service requested by UE-2 in the cloud, the services for UE-1 and UE-3 are mapped on the MEC hosts at the edge due to the strict latency requirement they possess. Therefore, UE-3 reuses the already deployed service on a MEC host collocated by adjacent gNB due to the unavailability of CPU resources for instantiating another VNF instance on the local MEC host.

Depending on the requirements of the services and the availability of the substrate network resources, there may be several mapping possibilities each of which corresponding to a certain objective function. The problem of joint user association, VNF placement, and resource allocation can be formally stated as follows:

**Given:** a 5G network composed of a set of MEC hosts collocated with gNBs, a set of links connecting MEC hosts to the transport network and then to the cloud, which also can be used for hosting services. Moreover, a set of users randomly scattered in a geographical area, each requesting a service with its respective data rate and latency requirement.

**Find:** joint user association, VNF placement, and resource allocation in the network.

**Objective:** minimize (i) the service provisioning cost, (ii) the number of VNF instances in the network, and (iii) the transport bandwidth consumption.

### B. Mobile Network Model

Let $G = (N, E)$ be an undirected graph modeling the mobile network, where $N$ represents the computing nodes, which are the union of the set of MEC hosts $N_{edge}$ collocated with gNBs $N_{sub}$ (as shown in Figure 2), and the cloud node $N_{cloud}$. $E$ represents the set of links connecting MEC hosts to the cloud. Each computing node $n \in N$ in the network is equipped with a certain amount of processing capacity represented by $C_{cpu}(n)$. There is a link $e^{m,n} \in E$ between nodes $m, n \in N$ if they are directly connected.

Let $\omega_{cpu}^{m,n}$ represent the number of CPU cores assigned to a VNF instance, and it is assumed that at least a single CPU core is required to spawn/instantiate a VNF, while it is also possible to allocate three CPUs to a VNF instance depending on the data processing demand. The processing capacity $\lambda_{cpu}^{m,n}(n)$ of instance $i \in N_{max}^{inst}$ of VNF $s \in N_{vnf}$ on node $n \in N$ is calculated by multiplying the number of CPU cores $\omega_{cpu}^{m,n}$ of instance $i \in N_{max}^{inst}$ of VNF $s \in N_{vnf}$ by the processing capacity of each CPU core. We also assume that each VNF instance upon being deployed on node $n \in N$ has a limited capacity $\lambda_{max}(n)$, which is expressed in terms of the maximum number of users that can be served from that VNF instance; therefore, upon reaching the limitation, further service requests for that specific VNF instance will be rejected. Additionally, each instance $i \in N_{inst}^{max}$ of VNF $s \in N_{vnf}$ has its corresponding throughput that is defined as $C_{thp}^{i,s}(n)$ and it should not be violated. It is worthwhile to mention that we also tackle the case in which multiple instances of the same VNF are needed due to high traffic demand. Finally, each link $e^{m,n} \in E$ connecting the nodes $m, n \in N$ in the network has a certain bandwidth capacity $C_{bw}(e)$ in Gbps. Table I summarizes the parameters of the mobile network.

### C. Service Request Model

We model the service requests as a directed graph $G = (N, E)$, where $N$ is the union of users and their requested services, $N = N_{ue} \cup N_{vnf}$, and $E$ represents the virtual links between users and services. It is assumed that users are randomly scattered in a geographical area and each user can be associated to only one gNB.

In our model each user $u \in N_{ue}$ requests only one service $s \in N_{vnf}$, specifying the maximum delay tolerance by $T_{max}(u)$ and data rate demand $\omega_{bwt}^{u}$ per second that should be processed by the allocated VNF instance. The delay of a service is estimated after embedding the requested VNF instance providing the service and is computed considering the summation of the transmission time over the air, which is considered to be equal to one transmission time interval (TTI = 1ms), propagation time over the air and transport network, and the processing time of the VNF instance. It is

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$G(N,E)$</td>
<td>Graph representing the mobile network.</td>
</tr>
<tr>
<td>$N_{edge}$</td>
<td>Set of MEC hosts in the substrate network.</td>
</tr>
<tr>
<td>$N_{cloud}$</td>
<td>Set of cloud servers.</td>
</tr>
<tr>
<td>$N$</td>
<td>Set of computing nodes in the substrate network $N = N_{edge} \cup N_{cloud}$.</td>
</tr>
<tr>
<td>$E$</td>
<td>Set of links connecting the nodes in the substrate network.</td>
</tr>
<tr>
<td>$N_{vnf}$</td>
<td>Set of gNBs in the mobile network.</td>
</tr>
<tr>
<td>$N_{vnf}$</td>
<td>Set of services.</td>
</tr>
<tr>
<td>$N_{max}^{inst}$</td>
<td>Set of instances of service $s \in N_{vnf}$.</td>
</tr>
<tr>
<td>$\omega_{cpu}^{i,s}$</td>
<td>The number of CPU cores that are required to run instance $i \in N_{max}^{inst}$ of service $s \in N_{vnf}$.</td>
</tr>
<tr>
<td>$C_{cpu}$</td>
<td>The cost of one CPU core on node $n \in N$.</td>
</tr>
<tr>
<td>$C_{bw}$</td>
<td>The cost of using one Mbps bandwidth of link $e \in E$.</td>
</tr>
<tr>
<td>$C_{thp}^{i,s}$</td>
<td>The maximum achievable throughput of instance $i \in N_{max}^{inst}$ of service $s \in N_{vnf}$ on node $n \in N$.</td>
</tr>
<tr>
<td>$C_{prof}$</td>
<td>The CPU capacity of node $n \in N$.</td>
</tr>
<tr>
<td>$C_{inst}$</td>
<td>Processing capacity of instance $i \in N_{max}^{inst}$ of service $s \in N_{vnf}$ on node $n \in N$.</td>
</tr>
<tr>
<td>$C_{bwt}$</td>
<td>The maximum achievable throughput of instance $i \in N_{max}^{inst}$ of service $s \in N_{vnf}$ on node $n \in N$.</td>
</tr>
<tr>
<td>$C_{band}$</td>
<td>The bandwidth capacity of the substrate link $e \in E$.</td>
</tr>
<tr>
<td>$\mu$</td>
<td>A big positive number.</td>
</tr>
</tbody>
</table>
TABLE II: Service Request Model.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$G(N,E)$</td>
<td>Service request graph.</td>
</tr>
<tr>
<td>$N$</td>
<td>Set of users and requested services $N = N_{ue} \cup N_{vnf}$.</td>
</tr>
<tr>
<td>$N_{ue}$</td>
<td>Set of users in the network.</td>
</tr>
<tr>
<td>$N_{vnf}$</td>
<td>Set of services requested by the users.</td>
</tr>
<tr>
<td>$N_{vnf}^s$</td>
<td>Represent service $s \in N_{vnf}$ requested by user $u \in N_{ue}$.</td>
</tr>
<tr>
<td>$E$</td>
<td>Set of virtual links connecting users to the services.</td>
</tr>
<tr>
<td>$w_{\text{lat}}^u$</td>
<td>Data rate requested from user $u \in N_{ue}$.</td>
</tr>
<tr>
<td>$T_{\text{max}}(u)$</td>
<td>Maximum delay tolerance of user $u \in N_{ue}$.</td>
</tr>
<tr>
<td>$T_{\text{tx}}(b)$</td>
<td>The transmission time between user $u \in N_{ue}$ and gNB $b \in N_{gnb}$.</td>
</tr>
<tr>
<td>$T_{\text{prop}}(b)$</td>
<td>The propagation time between user $u \in N_{ue}$ and gNB $b \in N_{gnb}$.</td>
</tr>
</tbody>
</table>

D. Air Interface Capacity Calculation

The air interface capacity between gNB $b \in N_{gnb}$ and user $u \in N_{ue}$ is denoted by $C_b^u$, which is a function of signal-to-interference-plus-noise-ratio (SINR) and can be computed through the following equation:

$$\forall b \in N_{gnb}, \forall u \in N_{ue} :$$

$$\text{SINR}_{b,u} = \frac{P_{b}^d d_{b,(u)}^{\delta}}{\sum_{k \neq b} P_{b}^d t_{b,(k)}^{\delta}}$$

(1)

Where $P_{b}^d$ indicates the transmission power of gNB $b \in N_{gnb}$. It is worth noting that users will experience different signal strengths from the gNBs since cells are overlapping in the area of coverage. $d_{b,(u)}$ denotes the physical distance between gNB $b \in N_{gnb}$ and UE $u \in N_{ue}$, while $\delta$ represents the path loss coefficient and $\mathcal{N}$ is the noise power. Accordingly, if we define $W$ as the system bandwidth, the maximum achievable air interface capacity $C_b^u$ between gNB $b \in N_{gnb}$ and user $u \in N_{ue}$ can be computed as follows:

$$C_b^u = W \log(1 + \text{SINR}_{b,u})$$

(2)

IV. PROBLEM FORMULATION

The joint user association, VNF placement and resource allocation problem is modeled as a virtual network embedding (VNE) problem, which is NP-hard and has been studied extensively in the literature [19], [20]. The embedding process consists of two parts: the node embedding and the link embedding. In the node embedding, each virtual node (i.e., users and VNFs) in the request is mapped to a substrate node (i.e., gNBs, MEC nodes and cloud nodes in the substrate network). In the link embedding instead, each virtual link is mapped to a single substrate path. In both cases, nodes and links constraints must be satisfied.

A. MILP Formulation

Table III represents the variables used in the MILP model. As given in Formula (3), the objectives of the MILP model are to minimize (i) the service provisioning cost, (ii) the number of VNF instances in the network, and (iii) the transport network utilization. The notations $\xi_{cpu}$ and $\xi_{bwt}$ in Formula (3) represent the cost of using a single CPU core on the node $n \in N$ and one Mbps link bandwidth on the link $e \in E$, respectively. $\Lambda_{vnf}$ and $\Lambda_{bwt}$ instead represent weighting factors for VNFs and link bandwidth, respectively. Different values of these weighting factors lead to different objective functions. For example, if $\Lambda_{vnf} = \Lambda_{bwt} = 1$ then the objective would be to minimize the service provisioning cost; whereas, if $\Lambda_{vnf} = 1$, $\Lambda_{bwt} = 0$, and $\xi_{cpu} = 1$ this would correspond to the objective of minimizing the number of VNF instances. Finally, if $\Lambda_{vnf} = 0$, $\Lambda_{bwt} = 1$, and $\xi_{bwt} = 1$ the objective function would minimize the transport network utilization.

$$\text{Minimize :} \sum_{n \in N} \sum_{s \in N_{vnf}} \sum_{i \in \mathcal{I}_{n,s}} \xi_{vnf} n_{s} i_{s} \Lambda_{vnf} n_{s} i_{s} + \sum_{u \in N_{ue}} \sum_{e \in E} \sum_{i \in \mathcal{I}_{e}} \Lambda_{bwt} i_{u} \xi_{bwt} u_{e} e$$

(3)

We will now detail all the constraints in this MILP formulation. Regardless of the objective function, all the following
constraints have to be satisfied in order for a solution to be valid. In order to reach an optimal solution for the model, all the constraints should be satisfied. Constraint (4) enforces each user \( u \in \bar{N}_{ue} \) to be associated to only one gNB \( b \in N_{gbu} \), which has sufficient capacity in order to support the throughput requirement of the user (constraint (5)).

\[
\forall u \in \bar{N}_{ue} : \sum_{b \in N_{gbu}} x_{ub} = 1 \quad (4)
\]

\[
\forall b \in N_{gbu} : \sum_{u \in N_{ue}} \omega_{u,b} x_{ub} < C_{b}^u \quad (5)
\]

As stated before, our model assumes that each user requests only one service, which is represented as a single VNF. Thus, constraint (6) ensures that the service requested by user \( u \in \bar{N}_{ue} \) is served by only one instance of the requested service type.

\[
\forall u \in \bar{N}_{ue}, \forall s \in \bar{N}_{vnf}^u : \sum_{i \in N_{vnf}, n \in N} x_{u,n}^{i,s} = 1 \quad (6)
\]

The following constraint guarantees that a VNF is spawned/instantiated only if at least one user is mapped on that VNF.

\[
\forall n \in N, \forall s \in N_{vnf}, \forall i \in N_{inst}^s : \sum_{u \in N_{ue}} x_{u,n}^{i,s} - \mu * x_{n}^{i,s} \leq 0 \quad (7)
\]

Constraint (8) guarantees that a service can be instantiated on a node as long as it has sufficient amount of computational resources to host the service.

\[
\forall n \in N : \sum_{s \in N_{vnf}} \sum_{i \in N_{inst}^s} \omega_{s,cpu}^{i,s} x_{n}^{i,s} \leq C_{cpu}(n) \quad (8)
\]

Similar to the node capacity constraint (8), each deployed VNF has a limitation in terms of the maximum throughput that it can support, which is enforced by constraint (9).

\[
\forall n \in N, \forall s \in N_{vnf}, \forall i \in N_{inst}^s : \sum_{u \in N_{ue}} \omega_{s,bwt}^{i,s} x_{n}^{i,s} \leq C_{bwt}(n) \quad (9)
\]

Constraint (10) ensures that the virtual links can be mapped onto a substrate link as long as the link has sufficient capacity:

\[
\forall e \in E : \sum_{u \in N_{ue}, \bar{e} \in E(u)} \omega_{s,bwt}^{i,s} x_{n}^{i,s} \leq C_{e}(n) \quad (10)
\]

The processing time \( T_{\text{proc}}^{i,s}(n) \) of the \( i^{th} \) instance of service \( s \) on the node \( n \) is computed by constraint (12) considering the aggregated data to be processed by that service instance, while constraint (13) ensures that if the user \( u \) uses that VNF instance \( (x_{u,n}^{i,s} = 1) \) then the VNF processing time \( T_{\text{proc}}^{i,s}(n) = T_{\text{proc}}^{i,s}(u,n) \) is taken into account.

\[
\forall n \in N, \forall s \in N_{vnf}, \forall i \in N_{inst}^s : \sum_{u \in N_{ue}} \omega_{s,bwt}^{i,s} x_{n}^{i,s} - T_{\text{proc}}^{i,s}(n) = 0 \quad (12)
\]

\[
\forall n \in N_{ns}, \forall e \in E(\bar{u}) : \sum_{n \in N_{ns}} \omega_{s,bwt}^{i,s} x_{n}^{i,s} - T_{\text{tx,prp}}^e = 0 \quad (13)
\]

\[
\forall n \in N_{ns}, \forall e \in E(\bar{u}) : \sum_{n \in N_{ns}} \omega_{s,bwt}^{i,s} x_{n}^{i,s} - T_{\text{tx,prp}}^e - T_{\text{tx}}(e) = 0 \quad (14)
\]

\[
\forall n \in N_{ns}, \forall e \in E(\bar{u}) : \sum_{n \in N_{ns}} \omega_{s,bwt}^{i,s} x_{n}^{i,s} - T_{\text{tx}}(e) \leq \mu \quad (15)
\]

Constraint (16) makes sure that for each virtual link there will be a continuous path established between the gNB the user is associated with and the node hosting the requested service.

\[
\forall i \in N, \forall e^m \in E^m(\bar{u}), \forall n \in N_{ue} : \sum_{e \in E^m} x_{e^m} = \begin{cases} -1 & \text{if } i = n \\ 1 & \text{if } i = m \\ 0 & \text{otherwise} \end{cases} \quad (16)
\]

Where \( E^{m\rightarrow} \) represents the links originating from node \( n \in N \) and \( E^{\rightarrow m} \) includes the links entering node \( n \in N \).

The delay of a service \( s \in N_{vnf} \) is computed from the time the request is issued until the time the requested data is received by the user. We consider the propagation delay, transmission delay, and the computing delay for each user \( u \in \bar{N}_{ue} \), where the propagation and transmission delay is composed of the air interface delay, and the transport link in the case the VNF is spawned/instantiated on the cloud node. Constraint (17) guarantees that the aggregated delay does not exceed the maximum delay budget defined for the user \( u \):

\[
\forall u \in \bar{N}_{ue} : \sum_{n \in N_{s}, \forall e \in E_n^s} T_{\text{proc}}^{i,s}(u,n) + \sum_{e \in E} T_{\text{tx,prp}}^e(u) + \sum_{b \in N_{gbu}} T_{\text{tx}}^b(u) \leq T_{\text{max}}(u) \quad (17)
\]
V. EVALUATION

This section provides a deep comparison between the three objectives of the proposed MILP-based model. As stated earlier, the objectives of the formulations are to minimize (i) the service provisioning cost, (ii) the number of VNF instances, and (iii) the transport network utilization. In this regard, we first present the simulation environment following by a discussion on the numerical results taken from Gurobi mathematical optimization solver [21].

It should be noted that the weight coefficients $\Lambda_{vnf}$ and $\Lambda_{but}$ in the objective function (formula (3)) decide which objective the model is following. Accordingly, when $\Lambda_{vnf} = \Lambda_{but} = 1$ then the objective would be to minimize the service provisioning cost; whereas, if $\Lambda_{vnf} = 1$, $\Lambda_{but} = 0$, and $\xi_{cpu} = 1$ this would correspond to the objective of minimizing the number of VNF instances. Finally, if $\Lambda_{vnf} = 0$, $\Lambda_{but} = 1$, and $\xi_{but} = 1$ the objective function would minimize the transport network utilization.

A. Simulation Environment

A mobile network composed of 11 nodes out of which one is cloud and the others are edge hosts (edge nodes are collocated with gNBs) is considered. The connection from gNBs to the core is established through 100 Mbps links. Also, the link from the core to the cloud is supposed to be the aggregation of all the links originating from gNBs and ending at the core. The cloud node and edge nodes have, respectively 100 and 2 CPU cores, and each core has 3.4GHz clock rate. We also assumed that spawning a new VNF instance requires at least one CPU core available on the node. Once a VNF is instantiated on a node, it can be shared among the maximum of 10 users under the condition of not violating the E2E latency of the users connected to the VNF instance. Every minute, which is considered a single time slot, a new batch composed of 5 users each of which making a service request is arriving. Upon receiving the service requests, the algorithms try to serve the users and find the best solution depending on the objective function to associate the users to the gNBs, place the VNFs on the edge hosts or at the cloud, and allocate enough resources to the spawned VNF. We consider 20 batches of service requests, which results in 100 requests. Three different service classes are assumed with 6 VNF types having strict, medium, and loose E2E latency. The maximum latency in the range for strict, medium and loose latencies are $[20, 70, 200]$ milliseconds, respectively. Depending on the VNF class, the network provider has to guarantee a certain E2E latency and data rate requirement for the user.

B. Simulation Results

CPU Utilization. As stated before, running one VNF instance requires at least one CPU core available on the node. Also, we indicated that VNFs can be shared among the maximum of 10 users. Therefore, the CPU capacity of a node is expressed as the number of users that can use a single VNF, times the number of CPU cores available on that node. Accordingly, the CPU utilization on a node is equal to the number of users using the VNFs on that node divided by the overall CPU capacity of the node. Figure 3a depicts the CPU utilization of the edge nodes as a function of users for three different algorithms. As it can be inferred, MILP-link algorithm achieves the highest CPU utilization because it aims at minimizing bandwidth consumption, resulting in all the VNFs being placed on the MEC nodes collocated with gNBs. As for MILP-cost and MILP-vnf algorithms, they resemble in terms of CPU utilization, the latter exhibits slightly better performance, which is due to its objective, which leads to many users using the same VNF instance, avoiding instantiation of new VNFs instances.

Number of VNFs. In order to gain an insight into how many VNFs are placed on the cloud and edge nodes, let us analyze Fig. 4a and Fig. 4b, which show the number of VNFs at the edge and cloud nodes, respectively. As demonstrated in Fig. 4a, MILP-vnf spawns a fewer number of VNFs compared to MILP-cost and MILP-link algorithms. The rationale behind this performance comes from the fact that MILP-vnf does not consider the cost of links and its only intention is to minimize the number of VNF instances, while MILP-cost prefers to minimize both link and CPU cost. We can see from Fig. 4a that MILP-cost also greatly decreases the number of placed VNFs on the substrate network. The reason behind this result is that MILP-cost has the objective of minimizing the service provisioning cost, which means CPU cost has a huge impact on the overall cost of service provisioning. Therefore, instantiation of more VNFs results is higher CPU consumption and consequently increasing the service provisioning cost.

Link Utilization. Figure 4c illustrates the link utilization versus the number of users for all the proposed algorithms. As it can be observed, the link utilization for the MILP-link algorithm always remains zero in all the iterations due to the placement of all the VNFs on the edge nodes. The reason stems from the fact that unless resources are available at the edge it always prefers to use them. Therefore, we can comprehend that the algorithm uses the cloud resources starting from the time that there is no resource at the edge hosts. As for the other algorithms MILP-cost achieves a lower bandwidth utilization compared to MILP-vnf algorithm. This originates from the fact that as opposed to MILP-vnf algorithm, MILP-cost algorithm takes the link bandwidth usage cost into account.

Execution time. Regarding the time required to solve the embedding request composed of 20 batches (100 users) making service requests, it takes 16, 12, and 10 seconds for MILP-link, MILP-cost, and MILP-vnf algorithms, respectively. The problem becomes computationally intractable when we consider larger substrate networks and more complex
service requests composed of multiple VNFs. In future works, we intend to develop heuristic algorithms to address the scalability issue of the proposed MILP-based algorithms.

VI. CONCLUSION

This paper proposed a novel joint user association, VNF placement, and resource allocation strategy for latency-critical applications in the context of 5G networks employing mixed-integer linear programming technique. We proposed three objectives to minimize (i) the service provisioning cost, (ii) the number of VNF instances, and (iii) the link utilization. The obtained results demonstrated the outperformance of MILP-cost algorithm comparing to the other algorithms in terms of CPU utilization that is due to the importance of CPU cost parameter in the objective function. As opposed to the first objective, MILP-vnf algorithm, which tries to minimize the number of VNF instances, achieved better results in terms of the number of embedded VNF instances both on the MEC hosts and the cloud. While MILP-link cannot take advantage of the abundance of cheap resources available in the cloud, it minimizes the bandwidth utilization by prioritizing edge hosts over the cloud servers. Although the results confirmed the zero usage of cloud resources for the MILP-link algorithm, we claim that by increasing the number of users and termination of resources at the edge, the algorithm begins to embed VNFs on the cloud servers as well. For future work, we intend to study the performance of the algorithms in a real scenario with a much larger number of users. Furthermore, investigating the problem of VNF migration, which happens by user mobility or computing resource termination of the MEC hos in the scenario of edge computing is an interesting area of research that necessitates deeper investigations to be performed. Moreover, we aim to tackle the scalability issue of the proposed methods by proposing a heuristic algorithm, which can reach a near-optimal solution in a considerably shorter time scale.
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